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1. Announcements
– hw7 programming due Wednesday at11:59p
– hw8 due Thursday at 11:59p

2. Internet routing
– intra-AS routing
– inter-AS routing

3. Internet addressing (again)
– IPv6 addresses
– Dynamic Host Configuration Protocol (DHCP)
– Network Address Translation (NAT)

2vumanfredi@wesleyan.edu



Internet ROUTING

vumanfredi@wesleyan.edu 3



RIP
– Routing Information Protocol
– distance vector protocol

(E)IGRP
– (Enhanced) Interior Gateway Routing Protocol 
– Cisco proprietary for decades, until 2016
– distance vector protocol

IS-IS
– Intermediate System to Intermediate System
– link state protocol

OSPF
– Open Shortest Path First 
– link state protocol vumanfredi@wesleyan.edu 4



Open
– i.e., publicly available 

Link-state algorithm 
1. Each router floods its link state to all other routers in AS 

• msgs carried directly over IP, authentication possible
• supports unicast (1src –1dst) and multicast (1src - multiple dst)

2. Each router builds topology map

3. Route computation using Dijkstra’s 
• can have multiple paths with same cost

– traffic can go over different paths
• can have different costs per link depending on type of service

– e.g., satellite link cost: low for best effort, high for real time
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Router in AS1 receives pkt destined outside of AS1
– router forwards pkt to gateway router, but which one?

AS1 must learn which dsts reachable through neighbor ASes
– propagate this reachability info to all routers in AS1
⇒ job of inter-AS routing!
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Defacto inter-domain routing protocol
– allows subnet to advertise its existence to rest of Internet
– path vector protocol

BGP provides way to find good routes to other networks 
– based on reachability info and policy
– eBGP: external 

• obtain subnet reachability info (routes) from neighboring ASes
– iBGP: internal

• propagate externally learned reachability info (routes) to all routers in AS
• similar to intra-AS routing protocols but more scalable

Q: why must all ASes use same inter-AS protocol
8



eBGP connectivity
iBGP connectivity
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gateway routers run both eBGP and iBGP protocols
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Similarities with distance vector
– per dst route info advertised
– no global sharing of network topology
– iterative distributed convergence

Differences from distance vector
– selects best route based on policy not min cost
– path vector routing

• advertises entire path for each dst rather than cost
– allows policies based on full path
– avoids loop: if your AS is in path then discard

• selective route advertisements
– choose not to advertise route to dst for policy reasons
– aggregate routes for scalability: e.g., a.b.*.* and a.c.*.* become a.*.*.*
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Political, economic, security considerations

Shaped by business relationships between ASes
– AS1 is customer of AS2 (AS 1 pays AS2)
– AS1 is provider of AS 2
– AS1 is peer of AS 2 (peers don’t pay each other to exchange traffic)

E.g., 
– don’t want to carry commercial traffic on university network
– traffic to apple shouldn’t transit through google
– pentagon traffic shouldn’t transit through Iraq

Why BGP is so complicated!
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Policy
– inter-AS

• admin wants control over how its traffic routed, who routes through its net
– intra-AS

• single admin, so no policy decisions needed

Scale
– hierarchical routing saves table size, reduced update traffic

Performance
– inter-AS

• policy may dominate over performance
– intra-AS

• can focus on performance
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https://www.zdnet.com/article/china-has-been-hijacking-the-vital-
internet-backbone-of-western-countries/
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Initial motivation
– 32-bit address space soon to be completely allocated  
– 128-bit IPv6 address: more than 1028x as many IPv4 address

Additional motivation
– header format helps speed processing/forwarding
– header changes to facilitate QoS

IPv6 packet format
– fixed-length 40 byte header
– no fragmentation allowed
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AAAA is an IPv6 record



Standardized ~1998
– 2008: IPv6 < 1% of Internet traffic
– 2011: IPv6 increasingly implemented in OS, mandated by governments 

and cell providers for new network devices, …. 
– as recently as last year, Wesleyan did not support IPv6

1-19

IPv6 adoption by Google users

Q: Why 20+ years to deploy?
IP fundamental, cannot easily shut Internet 
down and swap it out, other layers and 
protocols are less fundamental to Internet
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Goal
– let host dynamically obtain IP addr from server when it joins network

Benefits
– reuse of addresses by different hosts

• only hold address while connected to network
• host can renew its lease on address in use

– support for mobile users who want to join network

21223.1.2.0/24
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DHCP server 
223.1.2.5 Arriving client

DHCP discover
src : 0.0.0.0, 68     

dest.: 255.255.255.255,67
yiaddr:    0.0.0.0

transaction ID: 654

DHCP offer
src: 223.1.2.5, 67      

dest:  255.255.255.255, 68
yiaddrr: 223.1.2.4

transaction ID: 654
lifetime: 3600 secs

DHCP request
src:  0.0.0.0, 68     

dest::  255.255.255.255, 67
yiaddrr: 223.1.2.4

transaction ID: 655
lifetime: 3600 secs

DHCP ACK
src: 223.1.2.5, 67      

dest:  255.255.255.255, 68
yiaddrr: 223.1.2.4

transaction ID: 655
lifetime: 3600 secs

Broadcast: is there a 
DHCP server out there?

Broadcast: I’m a DHCP 
server! Here’s an IP 
address you can use 

Broadcast: OK.  I’ll take 
that IP address!

Broadcast: OK.  You’ve 
got that IP address!

22Q: What layer is DHCP in?
Q: What transport layer protocol does DHCP run over?
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10.0.0.1

10.0.0.2

10.0.0.3

10.0.0.4

138.76.29.7

local network
(e.g., home network)

10.0.0/24

rest of
Internet

Internally: each host gets unique
address from set of private subnet 

addresses, 10.0.0/24

Externally: all packets leaving local network 
have same single source NAT IP address: 

138.76.29.7, different source port #s

Motivation
– local network uses 1 IP address as far as outside world is concerned

Address translation on pkt just 
before pkt exits customer 

network to go to ISP



10.0.0.1

10.0.0.2

10.0.0.3

10.0.0.4

138.76.29.7

Host 10.0.0.1 
sends pkt

NAT translation table
WAN side addr LAN side addr
138.76.29.7, 5001   10.0.0.1, 3345
… …

S: 128.119.40.186, 80 
D: 10.0.0.1, 3345

4

S: 138.76.29.7, 5001
D: 128.119.40.186, 80

2

NAT router 
changes pkt
src addr

S: 128.119.40.186, 80 
D: 138.76.29.7, 5001 3 NAT router changes 

pkt dst addr

Outgoing packets
Replace (src IP addr, port #) 
to (NAT IP addr, new port #)

Incoming packets
Replace (NAT IP addr, new port 
#) in dst fields with corresponding 
(src IP addr, port #) in NAT table

S: 10.0.0.1, 3345
D: 128.119.40.186, 80

1

Q: # of connections supported with 16-bit port #?
Q: Why was NAT was designed this way? Can ICMP 
traffic reach host behind NAT router?
Most traffic is TCP or UDP



Pros
– don’t need range of addresses from ISP 

• just one public IP address for all devices
– change private addresses of devices 

• without notifying outside world
– change ISP

• without changing addresses of devices in local network
– security

• devices inside local network not explicitly addressable or visible

Cons: NAT is controversial!
– routers should only process up to network layer
– address shortage should be solved by IPv6
– violates e2e argument

• app designers (e.g., p2p) must account for NAT usage

– creates a strange kind of connection-oriented network
– NAT traversal

• how to connect to server behind NAT? Problems for VOIP, FTP, …
27



1. Make sure it works: don’t finalize standard before implementing

2. Keep it simple: Occam’s razor
3. Make clear choices: choose one way to do it

4. Exploit modularity: e.g., protocol stack

5. Expect heterogeneity: different hardware, links, applications

6. Avoid static options and parameters: better to negotiate 

7. Look  for a good not necessarily perfect design: onus is on the 
designers with the outliers to work around design

8. Be strict when sending and tolerant when receiving
9. Think about scalability: no centralized databases, load evenly spread 

over resources

10. Consider performance and cost: if bad, no one will use network
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